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Motivation
Online Health Community (OHC)

§ OHC enables social networking
- Similar health concerns

- Share health info and emotionally support

§ Emergence of the Internet results in

high reliance on OHCs.

§ Recommending users improves

the OHC systems.
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Motivation
Multi-Relational Link Prediction

§ Networking is a key to a better health outcome

§ Can we utilize users' communication data for better networking?
- Generate a network from each channel (multi-relational network)

- Recommend friends to users that share similar interests utilizing 
information from network (link prediction)
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Better Networking Better Engagement Better health 
Outcome



Data & Setup
Data

§ Source: BecomeAnEx - OHC for smoking cessation

§ 6 years of users' interaction (2010 - 2015) in 4 channels
- Blog posts & comment (BC)

- Group discussion (GD)

- Message board (MB)

- Private messages (PM)
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Data & Setup
Communication Network

§ Four subnetworks: one undirected network for each channel 
- GBC, GGD, GMB, GPM

§ One aggregated network (GAGG)

§ Both seekers and providers can benefit from communications

§ 32 consecutive weeks were considered
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Data & Setup
Experiment Setup

§ Task:
- Predict the next week’s newly formed network ties, no matter which 

channel

- Leverage the current week’s network structures

§ A sliding window approach:

[Supervised Link Prediction]
- Instances: Pairs of users in the GAgg for week t
- Features: Similarity scores computed for the pair of user for week t
- Labels: Binary 1: if the pair is connected in the GAgg for week t+1

0: otherwise
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Features (Similarity Measures)
Neighbor-based

§ Jaccard's coefficient
- Idea: penalizing nonshared neighbor

x y

scoreJC(x, y) = 𝟑
𝟓

P. Jaccard. "Etude comparative de la distribution florale dans une portion des alpes et des jura", Bulletin de la Societe Vaudoise des 
Sciences Naturelles 1901

Symbol Definition

τ(x) Neighbor of x
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Features (Similarity Measures)
Neighbor-based

§ Jaccard's coefficient
- Idea: penalizing nonshared neighbor

§ Adamic Adar
- Idea: penalizing 'shared neighbor' that has many neighbors

x y

scoreAA(x, y) = 𝟏
𝒍𝒐𝒈𝟒

+ 𝟏
𝒍𝒐𝒈𝟐

+ 𝟏
𝒍𝒐𝒈𝟐

P. Jaccard. "Etude comparative de la distribution florale dans une portion des alpes et des jura", Bulletin de la Societe Vaudoise des 
Sciences Naturelles 1901
L. A. Adamic, E. Adar, "Friends and neighbors on the Web," Social Networks 03

Symbol Definition

τ(x) Neighbor of x

z Common neighbor of x and y

k(z) Degree of z
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Features (Similarity Measures)
Neighbor-based

§ Jaccard's coefficient
- Idea: penalizing nonshared neighbor

§ Adamic Adar
- Idea: penalizing 'shared neighbor' that has many neighbors

§ Preferential attachment
- Idea: richer gets richer

x y

scorePA(x, y) = 5 x 3 

P. Jaccard. "Etude comparative de la distribution florale dans une portion des alpes et des jura", Bulletin de la Societe Vaudoise des 
Sciences Naturelles 1901
L. A. Adamic, E. Adar, "Friends and neighbors on the Web," Social Networks 03
A. L. Barabasi, H Jeong, Z Neda et al, "Evolution of the social network of scientific collaborations", Physica A 02
M. Mitzenmacher, "A briefhistory ofgenerative models for power law and lognormal distributions", Internet Mathematics 2004

Symbol Definition

τ(x) Neighbor of x

z Common neighbor of x and y

k(z) Degree of z
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Methods
Baseline vs. MRLP (Proposed Method)

§ Baseline features extract 3 similarity measures (JC, AA, PA) for each of 
the 4 subnetworks and aggregated network
- FBC: 3 similarity measures from GBC

- FGD: 3 similarity measures from GGD

- FMB: 3 similarity measures from GMB

- FPM: 3 similarity measures from GPM

- FAgg: 3 similarity measures from GAgg

§ MRLP considers a social network as multi-relational by stacking FBC , 
FGD , FMB , FPM (12 features in total)
- FALL: FBC + FGD + FMB + FPM

10 / 24



Methods
Preformance Measures

§ Classifiers
- Random Forest, Logistic Regression, AdaBoost, Neural Network

§ Evaluation Measure
- Precision, Precision@k

- Goal is to recommend top future links with high accuracies

- Normalized discounted cumulative gain (nDCG@k)

- It's important to rank links that occurred higher than those that did not occur
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Results
Baseline vs. MRLP

MRLP
Considering features 
from each network >

Baseline
Considering a single 
network or 
aggregated network
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Can we do better?
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More Features

§ FCOM : Community-based features
- Modularity maximization (4 features, each from GBC , GGD , GMB , GPM)

- Label propagation (4 features, each from GBC , GGD , GMB , GPM)

§ FEMB : Embedding-similarity features
- DeepWalk (4 features, each from GBC , GGD , GMB , GPM)

§ FTEX : Text-similarity features
- Latent Dirichlet allocation (LDA, 3 features, each from GBC , GGD , GMB)
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§ Idea: Two nodes are similar if they belong to the same community
- Modularity maximization

- Label propagation

More Features
Community-Based Feature (FCOM)

A. Clauset, M. EJ. Newman, and C. Moore, "Finding community structure in very large networks." PRE 04
G. Cordasco and L. Gargano, "Community detection via semi-synchronous label propagation algorithms." BASNA 10

Nodes that are in same community 

Number of communities detected 
using modularity maximization

Number of communities detected 
using label propagation
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More Features
Embedding-Similarity Feature (FEMB)

§ Idea: Two nodes with similar representations are close to each other

§ How to learn representation of nodes in the graph?
- DeepWalk

B. Perozzi, R. Al-Rfou, S. Skiena, "Deepwalk: Online learning of social representations", KDD 14
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More Features
Embedding-Similarity Feature (FEMB)

§ Idea: Skip-gram (word embedding) - Learn a vector representation of 
word such that nearby words would have similar representation 

§ Input: G = (V, E) 

§ Output:

4

5 6

9

7

3

8

1 2

|V| d << |V|

Adjacency matrixInput Graph

B. Perozzi, R. Al-Rfou, S. Skiena, "Deepwalk: Online learning of social representations", KDD 14

DeepWalk
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§ After the embedding is learned, compute cosine 
similarity of the two vectors

§ Nodes that have similar embedding have higher 
score

More Features
Embedding-Similarity Feature (FEMB)

no
de
s

x

y

B. Perozzi, R. Al-Rfou, S. Skiena, "Deepwalk: Online learning of social representations", KDD 14

Graph embedding
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§ Idea: Users who care about similar topics in an OHC may have a 
higher chance of interacting with each other

§ Compute text similarity among users' posts as a measure of similarity

More Features
Text-Similarity Feature (FTEX)
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§ Combined posts across 30 weeks

§ Applied latent Dirichlet allocation (LDA)
- Each post has a topic distribution (30 dimensional vector)

- If a user posted n posts in a channel for a week, then the topic 
distribution is averaged over n topic distributions

§ Two users have similar topic distributions if they expressed interest in 
similar topics with each other

More Features
Text-Similarity Feature (FTEX)

Topic distribution for 
- user i
- channel j
- week t
- number of posts n

David M. Blei, Andrew Y. Ng, Michael I. Jordan, "Latent Dirichlet Allocation", JMLR 03
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Results
MRLP vs. MRLP + more features

FALL   : FBC + FGD + FMB + FPM
FCOM: Community-based feature
FEMB: Embedding-similarity feature 
FTEX  : Text-similarity feature

21 / 24



Embedding effects in each channel
Effects of channels for MRLP+Embedding
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§ Drop the embedding feature generated by each channel to 
compare the embedding effects of each channel

§ The embedding similarity in group discussion channel 
provide more information that could not capture in FALL.

BC : Blog posts & Comments
GD : Group Discussion
MB : Message Board
PM : Private Messages



§ Our MRLP method of utilizing multi-relational information 
outperforms baseline methods

§ Embedding-similarity feature further improved the performance as 
well as community-based features

§ Text-similarity does not help the predictions → future work

§ Implications for the design and management of OHCs
- Recommend other users’ blog posts and encourage to participate in 

group discussions

- Recommend users to access other users’ wall and send direct messages 
if belong to the same community

- Allow users to communicate with others not in the same community 
but have the high similarity score in embedding

Discussions and Conclusion
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Thank you!
Questions?

Sulyun Lee: sulyun-lee@uiowa.edu

Hankyu Jang: hankyu-jang@uiowa.edu

Kang Zhao: kang-zhao@uiowa.edu
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